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**Supplementary Figures**

**Figure S1.** Parameter tuning process of support vector machine (SVM). There are two optimized parameters *c* and *γ* in SVM model. The parameter *c* is the cost parameter in SVM, while *γ* is the parameter in the RBF kernel function.The X-axis c-exp denotes logarithm to base 2 of *c.* The Y-axis gamma-exp denotes logarithm to base 2 of *γ.* The Z-axis AUROC denotes the performance AUROC of SVM*.* We conduct experiments on 9 kinds of feature combinations. (A)The 3-mer embedding feature; (B)The 4-mer embedding feature; (C)The 5-mer embedding feature; (D)The 6-mer embedding feature; (E)The 7-mer embedding feature; (F)The 8-mer embedding feature; (G)The concatenating of 4, 5, 6-mer embedding feature; (H)The concatenating of 6, 7, 8-mer embedding feature; (I)The concatenating of 3, 4, 5, 6, 7, 8-mer embedding feature.

**Figure S2.** Parameter tuning process of convolutional neural network (CNN). There are two optimized parameters epoch *e* and learning rate *a* in CNN model. The X-axis is learning rate*.* The Y-axis is epoch*.* The Z-axis AUROC denotes the performance AUROC of CNN*.* We conduct experiments on 9 kinds of feature combinations. (A)The 3-mer embedding feature; (B)The 4-mer embedding feature; (C)The 5-mer embedding feature; (D)The 6-mer embedding feature; (E)The 7-mer embedding feature; (F)The 8-mer embedding feature; (G)The concatenating of 4, 5, 6-mer embedding feature; (H)The concatenating of 6, 7, 8-mer embedding feature; (I)The concatenating of 3, 4, 5, 6, 7, 8-mer embedding feature.

**Figure S3.** Parameter tuning process of C4.5. There are one optimized parameter *C*, confidence threshold for pruning, in C4.5. The X-axis is *C.* The Y-axis AUROC denotes the performance AUROC of C4.5*.* We conduct experiments on 9 kinds of feature combinations. (A)The 3-mer embedding feature; (B)The 4-mer embedding feature; (C)The 5-mer embedding feature; (D)The 6-mer embedding feature; (E)The 7-mer embedding feature; (F)The 8-mer embedding feature; (G)The concatenating of 4, 5, 6-mer embedding feature; (H)The concatenating of 6, 7, 8-mer embedding feature; (I)The concatenating of 3, 4, 5, 6, 7, 8-mer embedding feature.